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Abstract. The Martin–Siggia–Rose generating functional (MSR-GF) technique is used for
treating the polymericD-dimensional-manifold melt dynamics. The one- (test-) manifold dynamics
and the collective dynamics are considered separately. The test-manifold dynamics is obtained
by integrating out the melt collective variables. This is done within the dynamic random-phase
approximation (RPA). The resulting effective-action functional of the test manifold is treated by
making use of the self-consistent Hartree approximation. As a consequence, the generalized Rouse
equation of the test manifold is derived, and its static and dynamic properties are studied. By making
use the MSR-GF technique, the fluctuations around the RPA of the collective variables—mass
density and response-field density—are investigated. As a result, the equations for the correlation
and response functions are derived. The memory kernel can be specified for the ideal glass transition
as a sum of all ‘water-melon’ diagrams.

1. Introduction

When we extend a treatment of an isolated polymer chain (or more generally aD-dimensional
polymeric manifold) to a polymeric melt of identical species, two general theoretical problems
arise.

The first is related to the one- (test-) chain dynamics: how are the coefficients of the
Rouse equation (for chains shorter than the entanglement lengthNe) renormalized? This
question does not at first sight seem apposite, since it is known from experiments [1] that
the Rouse model itself provides a good description for the melt of the relatively short chains
with N < Ne. On the other hand, novel investigations by means of molecular dynamics
(MD) simulations and neutron spin–echo spectroscopy have shown systematic deviations
from the Rouse behaviour [2, 3] and suggest such a renormalization. This actually means
that the collisions of the test chain with the surrounding chains are not simply added to
produce a white-noise force, even when the excluded-volume interactions are screened out [4].
Indeed, we will show that the interactions introduce a new dynamic regime for the range
2D/(2−D) < d < 4D/(2−D). This new regime is derived on different grounds to those
proposed by Schweizer [5, 6]. We describe the polymeric manifolds below only in terms of
connectivity and excluded volumes. The connectivity defines theD-dimensional subspace
which is embedded in the Euclidean space withd dimensions. The chains or manifolds in our
consideration are crossable, so entanglements cannot occur and a reptation dynamics is not
considered.

The second general problem, related to the dynamics of the collective variables, can be
formulated as the following question: what do the equations of motion for the time-dependent
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density correlation and response functions look like? We will derive them by taking into
account the density fluctuations around the dynamic random-phase approximation (RPA). The
RPA is known to describe several collective phenomena exhibited by interacting polymer
systems quite well [7]. At the same time, the theoretical description of the glass transition [8],
for instance, is certainly beyond the scope of the RPA, because the interactions become strong
and dominant on short length scales. Hence the main aim is to develop a method which
allows one to study the glass transition of an ensemble of ‘Rouse chains’ with a degree of
polymerization below the critical molecular weightNe.

The paper is organized as follows. Section 2 is devoted to one-chain dynamics in the melt,
considered on the basis of the generalized Rouse equation. In section 3 the multi-chain or
collective dynamics is discussed in relation to the glass transition mode-coupling approach [8].
Finally, in section 4 we discuss the main results.

2. The one-chain (manifold) dynamics in the melt

Let us start with a melt ofD-dimensional manifolds in ad-dimensional space. The test
manifold is represented by thed-dimensional vectorR(Ex, t) together with theD-dimensional
vectorEx of the internal coordinates. In the same way, the manifolds of the surrounding matrix
are specified byr(p)(Ex, t) (p = 1, 2, . . . ,M). We have chosen the notation in such a way that
the bold italic characters describe the external degrees of freedom in Euclideand-dimensional
space, whereas the vectors indicated by arrows correspond to the internalD-dimensional space.
The model of the melt ofM (monodisperse) tethered manifolds used in the following is based
on the generalized Edwards Hamiltonian:

H = 1

2
ε

M∑
p=1

∫
dDx (∇Exr(p)(Ex))2 +

1

2

M∑
p,p′=1

∫
dDx

∫
dDx ′ V [r(p)(Ex)− r(p′)(Ex ′)] (1)

whereε = dT /l2 is the elastic modulus for the Kuhn segment lengthl. The model that
we have chosen allows interpolation between linear polymer chains, which correspond to
D = 1, tethered membranes (D = 2), and three-dimensional polymer networks(D = 3)
(see figure 1). Following analytic continuation to rational-number values ofD, statements
regarding polymeric fractals can be made. Branched polymers (and percolation clusters)
correspond closely to the dimensionD = 4/3 [9]. In the melt ofM species, an additional
(test) manifold is immersed, which is described by the variablesR(Ex, t). The total number of
beads is given byN = N ×N × · · · ×N (D factors).

The corresponding Langevin equations in Cartesian componentsj for the test chain have
the forms

ξ0
∂

∂t
Rj (Ex, t)− ε1xRj (Ex, t) +

δ

δRj (Ex, t)
∫

dDx ′ V (R(Ex, t)−R(Ex ′, t))

+
δ

δRj (Ex, t)
M∑
p=1

∫
dDx ′ V (R(Ex, t)− r(p)(Ex ′, t)) = fj (Ex, t) (2)

and

ξ0
∂

∂t
r
(p)

j (Ex, t)− ε1xr
(p)

j (Ex, t) +
δ

δr
(p)

j (Ex, t)
M∑
m=1

∫
dDx ′ V (r(p)(Ex, t)− r(m)(Ex ′, t))

+
δ

δr
(p)

j (Ex, t)

∫
dDx ′ V (r(p)(Ex, t)−R(Ex ′, t)) = f̃j (s, t) (3)
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Figure 1. The manifold model includes the cases intermediate between the linear polymer chain
and the polymer network. It should be stressed that the case ofD = 3 is ill defined for the
Gaussian model, since the fractal dimension goes negative. This is in accordance with the fact that
three-dimensional networks collapse if no excluded volume is present.

whereξ0 is the bare friction coefficient,V (· · ·) is the excluded-volume interaction function,1Ex
denotes aD-dimensional Laplacian in internal space, and the random forces have the standard
Gaussian distribution.

We find it more convenient to reformulate the Langevin problem (2), (3) in the Martin–
Siggia–Rose (MSR) functional integral representation [10]. This representation is especially
useful for performing transformations to collective variables or integration over a subset of
variables. In our case, we introduce the matrix densityρ(r, t) and the response-field density
π(r, t):

ρ(r, t) =
M∑
p=1

∫
dDx δ(r − r(p)(Ex, t)) (4)

π(r, t) =
M∑
p=1

d∑
j=1

∫
dDx i r̂ (p)j (Ex, t)∇j δ(r − r(p)(Ex, t)). (5)

In reference [11], the first systematic expansion of the effective action in the MSR functional
integral in terms ofρ andπ was given.

The aim now is to integrate out the matrix variables (4), (5). To do this, we carry out
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the expansion of the effective action up to second order with respect toρ andπ , which
corresponds to the random-phase approximation (RPA). After performing the (Gaussian)
functional integration, all information about the matrix is subsumed in the RPA correlation
(S00(k, t)) and response (S01(k, t)) functions [12].

The resulting action still includes the test-manifold variables in a highly non-linear way.
In order to handle this, we use a Hartree-type approximation and also take into account the
fluctuation-dissipation theorem for both the test manifold and the matrix variables. This
strategy leads (see [12] for details) to the following generalized Rouse equation (GRE):

ξ0
∂

∂t
Rj (Ex, t) +

∫
dDx ′

∫ t

0
dt ′ 0(Ex, Ex ′; t − t ′) ∂

∂t ′
Rj(Ex ′, t ′)

−
∫

dDx ′ �(Ex, Ex ′)Rj (Ex ′, t) = F(Ex, t) (6)

with the memory function

0(Ex, Ex ′; t) = 1

T

∫
ddk

(2π)d
k2|V (k)|2F(k; Ex, Ex ′; t)S00(k, t) (7)

and the effective static elastic susceptibility

�(Ex, Ex ′) = ε1(Ex − Ex ′)δx
−
∫

ddk

(2π)d
k2V(k)

[
Fst(k; Ex ′ Ex ′)− δ(Ex − Ex ′)

∫
dDx ′′ Fst(k; Ex, Ex ′′)

]
(8)

and the random forceF(Ex, t) has the correlator

〈F(Ex, t)F(Ex ′, t ′)〉 = 2T δij [ξ0δ(Ex − Ex ′)δ(t − t ′) +2(t − t ′)0(Ex, Ex ′; t − t ′)]. (9)

In equation (8), the effective interaction function

V(k) = V (k)
[
1− 1

T
V (k)Sst(k)

]
(10)

takes the standard screened form [4]

V(k) = V (k)

1 +V (k)F (0)st (k)/T
(11)

(whereF 0
st(k) is the free-system correlator), if the standard RPA result is used for the melt

static correlatorSst(k).
It is an important point that we treat the static and dynamic parts of the GRE (6) on an equal

footing. The static behaviour is determined mainly by the effective static susceptibility (8).
That is, when the second term on the r.h.s. of equation (8) (which comes from the interaction
with the melt) is not relevant, then the manifold is Gaussian. This holds for

d > duc = 2D

2−D (12)

whereduc is the static upper critical dimension. The corresponding Gaussian fractal dimension
has the same form:d0

f = 2D/(2− D). Also, the necessary conditiond0
f < d immediately

implies thatD < Ds = 2d/(2+d). Theupper critical dimensionduc in a melt and thespectral
critical dimensionDs were discussed first in [13]. Ford < duc, the second term on the r.h.s. of
equation (8) is dominant, and the system becomes unstable. The manifold is saturated in a
melt, i.e. it loses its fractal nature and becomes compact [13]. Let us consider the dynamics at
d > duc. We restrict the discussion to mainly the mean square displacement of the centre of
mass:

Ocm(t) = 〈[Rcm(t)−Rcm(0)]
2〉 ∝ tw (13)
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wherew is a corresponding exponent.
The renormalized Rouseian regime occurs when the memory kernel in equation (6)

dominates the Stokes friction term. In the RPA, the melt density correlatorS00(k, t) is well
approximated by

S00(k, t) = Sst(k)×


exp

{− k2Dcoop(k)t
}

(kl)d
0
f N � 1

exp

{
− k

2l2

2d

(
t

τ0

)2z0
}

(kl)d
0
f N � 1

(14)

where the cooperative diffusion coefficientDcoop(k) = ρV (k)/ξ0, z0 = (2 − D)/4, and
τ0 = ξ0l

2/T d.
If we assume that for a relatively small displacement,l2 < Qcm < R2

G, the main contrib-
ution to the integral (7) comes from the large wave vectors,(kl)d

0
f N � 1, then we obtain

Qcm(t) = D0

N

(
t

τ0

)w
(15)

whereD0 = l2εA/0(w + 1) (0(x) is the gamma function) and

w = β = z0(d − duc + 2). (16)

The condition of the memory term dominance immediately defines thedynamic upper critical
dimension:

d̃uc = 4D

2−D = 2duc (17)

i.e. the dimension above which the manifold exhibits the simple Rouse behaviour; atd = d̃uc

one can call it marginal Rouse behaviour, and only ford < d̃uc is the dynamic exponentw
renormalized.

In the large-displacement regime,R2
G � Qcm, one can assume that only small wave

vectors,(kl)d
0
f N � 1, are relevant. In this case the dynamics of the matrix (melt) is driven

mainly by the cooperative diffusion coefficientDcoop. For the memory kernel, the calculation
yields ∫

dDx dDx ′
∫ ∞

0
dt 0(x, x ′; t) ∝ [Dcoop]

−1N (1−d/d0
f ). (18)

But Dcoop = O(N0) andd0
f < d; thus the memory term becomes irrelevant and the simple

Rouse result does not change.
In figure 2 we have summarized the overall schematic behaviour forQcm(t). At relatively

short times,τ0 < t � τR, and for relatively small displacements,l2 < Qcm(t) � R2
G, the

test-chain dynamics is mainly determined by the fluctuations from the interval(kl)d
0
f N � 1.

As a result, the renormalized Rouseian behaviour dominates, and, e.g. for the melt of polymer
chains (D = 1) in three-dimensional space, the exponentw = 3/4 = 0.75. In the opposite
limit, i.e. whenτR � t andR2

G � Qcm(t), the long-wavelength fluctuations(kl)d
0
f N � 1 are

relevant and the melt has almost no influence on the test chain: the simple Rouse regime is
recovered. MC simulations of the bond-fluctuation model [14] as well as MD simulations [15]
of the athermal melt have been undertaken. Recently, the static and dynamic properties of a
realistic polyethylene melt have also been studied [2, 3]. In both MC and MD simulations, a
subdiffusional regime for the centre of mass at intermediate times is clearly observable. It was
found e.g. that, for the chain lengthN = 200 and for relatively short times,Qcm(t) ∝ tw with
w = 0.8 (instead ofw = 1 for the Rouse regime) according to [14] orw = 0.71 according
to [15]. This deviation from the simple Rouse regime also occurs for short chains (N < Ne),
which clearly are not entangled [2,3].



A312 V G Rostiashvili et al

.

R

l

G

τ

2

ττR

2

log(Qcm(t))

log(t)

1.0

0.75

o

Figure 2. A schematic plot ofQcm(t) for the simple Rouse (dashed line) and the renormalized
Rouse (solid curve) dynamics.

3. The collective dynamics

Now we are interested in the equations of motion (which would go the beyond RPA) for the
full correlation:

G00(k; t, t ′) = 〈ρ(k, t)ρ(k, t ′)〉 (19)

and the two response functions:

G01(k; t, t ′) = 〈ρ(k, t)π(k, t ′)〉 for t > t ′ (20)

G10(k; t, t ′) = 〈π(k, t)ρ(k, t ′)〉 for t < t ′ (21)

where the collective variablesρ and π are given by equations (4) and (5). The starting
point is the Langevin equation (3) for the melt manifolds. By making use of the standard
MSR functional integral representation, after transformation to the collective variables (4) and
(5) we arrive at the generating functional (GF) which looks like a functional integral over
these variables [11]. This is a very compact field theoretical formulation of the full Langevin
dynamics. The exact form of the ‘effective action’ in this GF is not known explicitly, but can be
obtained by a functional expansion. This expansion can be done under the assumption that the
density fluctuations are not very large and the ‘effective action’ is convex [11]. As a result, the
GF takes into account fluctuations around the RPA up to arbitrary order (see equation (27) in
reference [11]). This GF is the dynamic generalization of the coarse-grained partition function
which was obtained (for a block copolymer melt) in reference [16].

From this GF, the equations of motion for the correlation and response functions (19)–(21)
can be derived in the standard way [17]. As a result, we have[
τc
∂

∂t
+ χ−1

st (k)

]
G01(k; t, t ′) +

∫ t

t ′
610(k; t, t ′′)G01(k; t ′′, t ′) dt ′′ = −δ(t − t ′) (22)[

τc
∂

∂t
+ χ−1

st (k)

]
G00(k; t, t ′) +

∫ t

−∞
610(k; t, t ′′)G00(k; t ′′, t ′) dt ′′

+
∫ t

−∞
611(k; t, t ′′)G10(k; t ′′, t ′) dt ′′ = −2T τcG10(t, t

′). (23)
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In equations (22) and (23), the inverse RPA static susceptibility

χ−1
st (k) = [βFst(k)]

−1− V (k) (24)

andτc is the bare correlation time. The matrix elements610 and611 are so-called ‘self-energy’
functionals and their representations contain only one-line irreducible diagrams (or diagrams
which cannot be disconnected by cutting only one line) [17]. Equations (22) and (23) are
very general. Qualitatively, the same equations of motion were obtained for a test chain in a
melt [10], for a manifold in a random medium [18], and for some spin systems [19]. Now let us
assume that the fluctuation-dissipation theorem (FDT) is valid for the correlator and response
function:

1

T

∂

∂t
G00(k, t) = G01(k, t)−G10(k, t) (25)

as well as for the ‘self-energy’

1

T

∂

∂t
611(k, t) = 610(k, t)−601(k, t). (26)

Then equations (22) and (23) are reduced to the Mori–Zwanzig equation for the correlation
function derived by the projection formalism [20]. After performing the Laplace trans-
formation with respect of time, this equation forφ(k, z) ≡ G00(k, z)/Gst(k) takes the form

φ(k, z) =
(
−iz +

k2G−1
st (k)

τ0 + k2M(k, z)

)−1

(27)

whereτ0 = ξ0/Tρ0 and the memory kernel

M(k, z) = 1

T 2
611(k, z). (28)

Equations (27) and (28) have been used for the ideal-glass-transition problem [8]. In
this case the correlatorG00(k, z) and the memory kernelM(k, z) each acquire a pole at
z = 0 at a critical temperatureTc. One can easily see that such contributions come
from the sum of all ‘water-melon’ diagrams, which are represented in figure 3. Each
line denotes the full matrixGαβ(k, z), and a vertex withm legs denotes the bare vertex
functionW(m)

αβ···γ (k1, z1;k2, z2; . . . ;km, zm), the expressions for which are given in [11]. The
mode-coupling approximation (MCA) corresponds to the case where for all of the vertices
renormalization is neglected [19].

Figure 3. A diagrammatic representation of the self-energy611(k, z) in the MCA, which has a
simple pole atz = 0, i.e. is relevant for the ideal-glass transition. The verticesW(3),W(4), . . . are
bare; i.e. this approximation neglects all vertex renormalization.

The explicit expression for the arbitrary vertex functionW(n)
αβ···γ (1, 2, . . . , n) is not known

in detail, and one cannot sum all ‘water-melon’ diagrams. That is why in the spirit of the MCA
we restrict our consideration to the first diagram given in figure 3, which corresponds to the
one-loop approximation. As a result, we have

M(k, z) = 2

(
1

4!

)2 1

ρ4
0N

2

∫
d3q ds

(2π)4

[
3 +

Nl2

6
(k2 + q2 + k · q)

]2

Gst(−k − q)Gst(q)

× φ(−k − q,−z− s)φ(q, s). (29)
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Equation (27) with the memory kernel (29) qualitatively corresponds to the result from the
conventional mode-coupling theory (MCT), although the kernel of the integral part has a
different form (see e.g. equation (3.37) in reference [8]). In reference [8], on the basis of
bifurcation theory, the solution of integral equations of this type has been analysed in full detail.
It was, in particular, shown that a positive solution for the so-called non-ergodicity parameter
exists provided that the memory kernel of the integral part is positive, and symmetric ink andq
(see sections 3.6 and 3.7 in [8]). One can see that equation (29) fits these conditions. It has also
been shown in [8] that close to the bifurcation point all correlations show the universal scaling
behaviour. We are not in a position to discuss here the different scenarios of the idealized-glass
transition and instead refer readers to reference [8].

4. Discussion

We have shown that ford > duc the excluded-volume interaction is screened out and the
manifold is Gaussian with the fractal dimensionalityd0

f = 2D/(2− D). Nevertheless, the
dynamic behaviour is renormalized wheneverduc < d < d̃uc, whered̃uc, thedynamic upper
critical dimension, is given by equation (17), i.e. the reactive and the dissipative forces in GRE
are not screened out simultaneously. For example, for the melt of polymer chains(D = 1)
duc = 2 andd̃uc = 4, and in the three-dimensional space one should expect the Gaussian static
behaviour but the renormalized Rouseian dynamics. Why do two upper critical dimensions
exist? This can be simply seen from the estimate of the energy which corresponds to the
effective contacts. For the static case, the scaling of this energy yields [13]

Ustat∝ veff
N 2

Rd
∝ v

N
N 2

N d/d0
f

∝ N 1−d/d0
f (30)

whereveff is the screened effective potential andv is the bare excluded-volume interaction.
As one can see, ford > d0

f = duc, Ustat−→ 0 and the manifolds are Gaussian.
In contrast, the effective dynamic contacts are effectively ‘short ranged’, and as a result

Udyn ∝ vN
2

R2
∝ N 2−d/d0

f . (31)

This scaling immediately leads to the conclusion that ford > d̃uc = 2d0
f the manifold dynamics

is Rouseian.
In section 2 we have already discussed some MC and MD simulation results for three-

dimensional polymer chain melts (duc = 2, d̃uc = 4). The best test of the renormalized Rouse-
dynamics predictions would be a simulation of rather long crossable (to avoid reptation) chains,
but still with an excluded-volume interaction. In a recent MC simulation [21], the statics and
dynamics of such melts have been studied. Unfortunately, in [21] the plot ofQcm(t) is not given
explicitly, i.e. it remains unclear from this simulation how the modep→ 0 is renormalized.

We have also shown how the general equation of motion for the collective (multi-chain)
correlation and response functions can be derived. For the case where the FDT holds, we
have arrived at the same type of equation as has been extensively studied in the framework of
MCT [8]. For the general off-equilibrium case, the correlation and response functions depend
not on the time differences but on both time moments (see equations (22) and (23)). This leads
to the so-calledaging phenomenawhich have already been investigated theoretically for some
simple spin systems [19]. The general equations (22) and (23) are specified for the polymer
melt, and could be solved numerically in the MCA.
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